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Classic Text 26 – Philosophy of 

Biology: Biological Laws 

In Classic Text 22 we took in a broad introduction 

to the philosophy of biology and argued for 

Darwinism as a science. In this study unit consider 

the possibility of biological laws and how they 

might inform biological theories. Once again we 

shall be using Alex Rosenberg and Daniel McShea’s 

(2008) textbook Philosophy of Biology - A 

Contemporary Introduction as a guide; the second 

chapter of which is available for free download 

here. (Under South Africa copyright law individual 

chapters may be reproduced for educational 

purposes.) As before, for conformity, the section 

headings below are the same as those of the text. 

Overview 

At the heart of sciences such as physics and chemistry are theories and the phenomena they purport 

to explain and predict. Then there are basic concepts, formulae, models and established protocols of 

observation and experimentation by which their theories are tested. Revolutions within the physical 

sciences have been based on the discovery laws of nature that have been confirmed to a high 

degree of accuracy. More importantly they have withstood falsification with certain prescribed 

parameters. So if Darwinism is a science might we reasonably expect to find biological laws 

underpinning this theory? 

Contrary to expectation, biological laws that in any way resemble the laws of physics or chemistry 

are very hard to find. One reaction to this from a few philosophers and at least one physicist is to 

conclude that biology is somehow defective and in need of an overhaul. Another reaction from the 

majority of philosophers and biologists themselves is to emphasise that biology is a “special 

science”, quite unlike the physical sciences both in the explanations it offers in the way its evidence 

supports its theories and in the way its theories drive its development. 

Evolutionary biology does in fact have several mathematical models such as Mendel’s “laws,” the 

Fisher’s sex ratio model and the Hardy–Weinberg equilibrium but whether these models do the 

same sort of theoretical work as laws of nature in the physical sciences will be discussed below. (p. 

32) 

Causation, laws, and biological generalizations 

In Critical Reasoning 12 we briefly discussed the Scientific Method and its relation to Scientific 

Theory. Although that discussion was necessarily idealised, we do have some idea as to what a 

scientific theory should look like, what form it should take and why. Natural selection is now well 

understood, especially since the early 20th Centaury Modern Synthesis reconciling the ideas of 

Darwin’s theory of evolution and Mendel’s ideas on heredity as well as the midcentury discovery of 

Gregor Mendel (1822 -1884) Augustinian Friar 
and Father of Genetics.To What Extent are his 

“Laws” of Inherience Laws of Nature? 

http://philosophy.org.za/uploads_other/Phi_of_Bio2.pdf
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the molecular machinery of heredity and protein biosynthesis. We ought therefore to be able to 

render the theory of natural selection in to a form that corresponds to the standards of the rest of 

the rest of the sciences. According to the authors, “If we cannot, we face a Hobson’s choice: give up 

the notion that natural selection is a theory like others in natural science, or give up this notion of 

what a theory is that we have drawn from the other natural sciences.” Neither alternative is 

appealing because they challenge the scientific status, evidential basis and meaning of natural 

selection. (p. 33) 

As we have seen the word “theory” in the natural sciences does not have the speculative force it has 

in the vernacular. Both the theories of relativity and quantum theory have been tested to very high 

degrees of precision in diverse but well-defined domains. Newton’s three laws of motion together 

with his inverse square law of gravitation represent special cases for predicting the motion of objects 

traveling at non-relativistic speeds in a vacuum. To these may be added Coulomb’s inverse square 

law to account for the behavior of charged bodies in an electric field. As we add more conditions we 

can supplement them with further laws that govern the operation of such conditions on physical 

bodies. 

As the authors argued in Ch. 1, theories in the physical sciences are sets of laws and scientific 

explanations that proceed by identifying causes. Furthermore, causal relations are matters of lawful 

regularity such that every cause gives rise to its effect through the operation of one or more general 

laws. Such laws may be known or unknown. Or they may be known but too numerous or complex to 

work out in detail. Thus, we might explain the flight of a bird as being caused by the flapping of its 

wings and leave implicit the discussion of wing motion and the physical laws of aerodynamics. (p. 33) 

In Classic Text 04 we saw how David Hume argued that when we examine causal sequences, all we 

ever perceive is one event followed by another. Suppose we drop a lighted match into water and see 

it extinguished. There is no logical reason why the first event had to bring about the second. Indeed 

it does not defy logic that a lighted match might cause water to explode in the way a lighted match 

dropped in petrol does so. To say, “The bachelor is married” does violate logic because it involves a 

contradiction. However to say that “The lighted match caused the water to explode” involves no 

logical contradiction, only a violation of chemistry. (p. 33 - 34) 

If we ask why fire causes petrol to explode and not water, we might say that petrol is flammable but 

not water, but this a tautology. Flammability is that tendency of vapour from a liquid to burn rapidly 

when ignited. So to say that vapour from petrol burns rapidly when ignited by a lit match while 

water vapour doesn’t burn all is just a restatement of the facts and says nothing about the causal 

process. According to the authors,“… flammability and its opposite are just restatements of our 

observations.” Of course, we could attack the problem at a molecular level, but then again 

flammability and its opposite would still be just restatements of our observations. (p. 34) 

Recall Hume (1748) in his An Enquiry Concerning Human Understanding (Section VII part I): 

When we look about us towards external objects, and consider the operation of causes, we 

are never able, in a single instance, to discover any power or necessary connexion; any 

quality, which binds the effect to the cause, and renders the one an infallible consequence of 

the other. We only find, that the one does actually, in fact, follow the other. The impulse of 

one billiard-ball is attended with motion in the second. This is the whole that appears to the 
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outward senses. The mind feels no sentiment or inward impression from this succession of 

objects: consequently, there is not, in any single, particular instance of cause and effect, any 

thing which can suggest the idea of power or necessary connexion. 

So in what seems like a paradigm of cause and effect (one billiard ball striking another and the other 

moving off) we see no logical necessity connecting the two events. Again even a sub-microscopic 

examination of events at the moment of collision would reveal nothing more than motion of a great 

many atoms or particles of the first ball, followed by the motion of a great many atoms or particles 

of the second ball. In other words, we would still have the constant conjunction of distinct events, 

only at an atomic level. (p. 34) 

So, although we explain the motion of colliding billiard balls in terms of causes (and effects), those 

causes (and effects) in fact refer to constant conjunctions of events, and these constant conjunctions 

of events are what laws document. “So if explanation requires causes, then it would seem to require 

laws.” (p. 34) 

But there are also singular events such as the sinking of the RMS Titanic, for which there are no 

constant conjunctions of events to which we can appeal for an explanation. Simply put, the Titanic 

sank because it struck an iceberg in the early hours of 15 April 1912. However when we flesh out 

that explanation we find it does involve a great many constant conjunctions and laws. These include 

the laws of physics involving collisions, the breaching of the hull and the movement of water through 

the breach etc. There are also laws governing the movement of ions and molecules such as 

neurotransmitters in the neurons of the brains of the captain and crew that are causally implicated 

in the chain of events that led up to the sinking, although we will never know of their unique 

sequence. The point that the authors wish to stress is that no matter how improbable or wildly 

coincidental a single event, it still involves lawful regularities, even if some of them are unknown or 

known only implicitly. (p 34 - 35) 

So, although Hume was sceptical about the existence of causation, he was not sceptical about laws 

governing what we perceive as regular sequences of events. This insight has strongly informed the 

philosophical analysis of scientific methods. The sciences therefore seek laws which are required for 

reliable prediction. Furthermore laws allow for technological advancement in a systematic way. 

According to the authors, “If we set out to build a better mousetrap, we need to assume and to 

know the regularities of the materials we use and of their interactions.” (p.35) 

Thus, if evolutionary biology is a science one would expect it to discover and exploit biological laws. 

There are many statements about regularities concerning biological observations that are candidates 

for laws. Consider the following claims about particular species: 

 Robins’ eggs are blue. 

 Humans have 23 pairs of chromosomes. 

Since these are particular claims, they are unlikely to feature in any general statement as laws of 

nature.  But there are more general clams about groups of species of higher taxa, such as: 

 Snakes have scales. 

 Mammals have four-chambered hearts. 
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Then there are general claims about regularities that cut across higher taxa, such as: 

 Arctic birds and mammals have lover surface area to volume ratios than those at lower 

latitudes (because lower surface area to volume ratios mitigate loss of heat… because 

surface area increases by the square while volume increases by the cube.) 

 Dollo’s Law: Evolution is irreversible. E.g. if species A evolves into species B, it can never 

evolve back into species A. 

And then there are clams that are true of all (terrestrial) biological systems, such as: 

 All genes are composed of nucleic acids. 

The Central Dogma of Biology enunciated by Francis Crick (1958) is another such claim: 

 Genetic information moves from DNA to RNA to proteins but never from proteins backwards 

to the genetic material. 

There are also statements biologists call laws such as Mendel’s laws of segregation and independent 

assortment and the Hardy-Weinberg Law, thus: 

 Mendel’s law of segregation: In a parent, the two alleles for each character separate in the 

production of gametes, so that only one is transmitted to each individual in the next 

generation. 

 Mendel’s law of independent assortment: The genes for each character are transmitted 

independently to the next generation, so that the appearance of one character in an 

offspring will not affect the appearance of another character. 

 Hardy-Weinberg law: In an infinite, randomly mating population, and in the absence of 

mutation, immigration, emigration, and natural selection, gene frequencies and the 

distribution of genotypes remain constant from generation to generation. 

Furthermore, there are laws derived from the theory of natural selection, such as the 

 Competitive exclusion principle:  In the long run, only one species can occupy a given niche. 

In Classic Text 10 we saw how Dawkins identified various fundamental principles of natural selection 

itself in the most general terms such as, “replicators” that make highly accurate copies of themselves 

(most of the time) and “survival machines” that replicators build to house themselves and ensure 

their survival and ability to replicate. To paraphrase Dawkins: 

 If there are replicators and survival machines, then the differential reproduction of survival 

machines causes the differential perpetuation of the replicators. 

Finally there is the “well known but controversial” principle of natural selection (PNS): 

 If 𝑥 is fitter than 𝑦 in environment 𝐸, then probably, 𝑥 will have more descendants than 𝑦 in 

𝐸, where 𝑥 and 𝑦 may be individual genes, genotypes, organisms, groups, species, or 

perhaps other biological entities. 



5 
 

 Brought to you by philosophy.org.za 
 
 

So, from the examples above (p. 35 - 37), it appears that biology is replete with generalisations and 

laws that reflect apparent causes in some cases or that allow us to explain (or predict) biological 

processes in much the same way that the laws of chemistry or physics allow us to do so. However 

there are serious difficulties in maintaining that any of these generalisations is a law as traditionally 

conceived in the philosophy of science. According to some biologists and philosophers of science, 

understanding why this is so reveals the differences between biology and the physical sciences. On 

the other hand, the failure of such generalisations to satisfy the “standard” conditions of what 

counts as a law has led some to call for a reappraisal of philosophy’s theory of what a law is. (p. 37) 

 Could there be laws about species? 

There are several features about scientific laws, as traditionally conceived, that are not met by most 

of the above generalisations. Firstly, a law can always be expressed as a conditional statement such 

as, “If 𝑃 then (always) 𝑄” or “Whenever 𝑃 then 𝑄”. Alternately but equivalently, laws can be 

expressed as universals such as, “All 𝐹’s are 𝐺’s.” Secondly, laws are supposed to be universally true 

both spatially and temporally. Thus Newton’s law of universal gravitation, which states that the force 

of gravity between two objects is proportional to the product of their masses and inversely 

proportional to the square of the distance between them; and Einstein’s principle of special 

relativity, which states that the speed of light in a vacuum is constant for all internal frames of 

reference, are true everywhere and at all times. Thus, for a law to obtain universally its antecedent 

cannot reference any particular place, time of object. In other words, there are no special places, 

times or things in the universe that have any causal powers solely in virtue of their spatiotemporal 

location. Of course there could be different and as yet undiscovered laws of physics at the heart of 

black holes but then presumably this would be true of all black holes within the universe. (p. 37) 

So there are no special laws about Napoleon Bonaparte or laws of nature that obtain only on the 

Moon or during the Triassic Period. As the authors point out, Napoleon may have combined such 

properties as ambition, intelligence and ruthlessness in a way never seen been before or since in 

exactly the same proportions, that might explain his illustrious career. However it is these specific 

proportions combined with other aspects of his psychological makeup that might explain his actions. 

In Classic Text 16 we saw how Davidson (1970) argued, inter alia, against the existence of 

psychophysical laws. Therefore wet we should be sceptical that if there were another person who 

combined exactly the same amount of ambition, intelligence, and ruthlessness as Napoleon and who 

was placed in the same circumstances, that his behaviour would be identical. Even if there were 

psychophysical laws, they would have to work the same way everywhere in the universe where their 

antecedents obtain, without reference to particular places, times or beings. (p. 37 - 38) 

Such considerations should make us weary of postulating biological laws because laws about species 

or even higher taxonomic units, together with laws about genes and the cellular machinery in which 

they play such a pivotal role, all explicitly mention or presuppose the existence of particular 

organisms at particular places and times here on Earth. As the authors point out, as such they are no 

different from historical generalisations such as, “All feudal systems practice serfdom,” which sounds 

lawful but is not. Note that there is a not too subtle difference between the earlier claim about 

singular events, such as the sinking of the Titanic, which require laws to explain them and singular 

objects or events which offer no universal regularities, and hence cannot give rise to laws. (p. 38) 
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In order to explain why most of the biological generalisations above do not qualify as laws 

comparable to those of the physical sciences, the authors focus on perhaps too simple an example, 

namely: “Robins’ eggs are blue,” or “If something is a robin’s egg, then it will be blue.” Firstly, this 

statement is not a true generalisation because there are too many exceptions. Sometimes robins’ 

eggs are not blue whether due to a genetic mutation, or a pigment sequestered from a robin’s diet 

or some other factor. Therefore, such a generalisation cannot be a natural law. However we should 

not be too strict in demanding absolute unexceptional truths from the outset otherwise we would 

never get round to discovering natural laws. 

Instead the authors suggest using the term “scientific laws” to designate our best current guesses as 

to what true natural laws are. Setting aside cases of mutations and dietary induced pigment changes 

and the like, we may wish to recast the generalisation about Robins’ eggs as a scientific law i.e. 

“Normal robins’ eggs are blue.” However if we turn this into a definition by defining a “normal robin” 

as one that, inter alia, produces blue eggs, then our “scientific law” is rendered true by definition 

alone just as “A bachelor is an unmarried man” is true by definition. But then this is not a law 

because a law states a causal relation and causal relations do not obtain by definition or linguistic 

stipulation. (p. 38 - 39) 

Furthermore for a law to do any explanatory work it must be possible for it to be false, if only 

conceivably so. Newton’s universal law of gravity could conceivably be false. E.g. it is conceivable 

that the force of gravity between two massive objects falls off not by the square of the distance 

between them but by 𝑑2.00000000000000000003512904 or some other value. Similarly, it is conceivable 

that a lit match might ignite water or be extinguished by petrol. However it is not conceivable that a 

bachelor might be married, because the word ‘bachelor’ is by definition an unmarried man. Nor 

could the fact that someone is an unmarried man be explained by the fact that he is a bachelor. (p. 

39) 

A law, by contrast, must have explanatory power. If it is a law that normal robins’ eggs are blue then 

it must explain why a particular bird’s eggs are blue without invoking the fact that it is a robin. There 

might be some fact about the genetics of robins that cause a pigment to be produced in its shell 

gland that reflects light at a wavelength of between 490 and 450 nm which explains why their eggs 

are blue. But to simply define a robin as a bird that lays blue eggs, robs this explanation of its 

explanatory power. (p. 39) 

If we do not make the mistake of defining robins as layers of blue eggs, could it still be a law that 

normal robins lay blue eggs? That will depend on how we define a robin. Suppose we define it as a 

member of the species Turdus migratorius (American robin), then we must ask, “What is this 

species?”  The European robin, for example, was described by Carl Linnaeus in 1766 in the 12th 

edition of his Systema Naturae. But this is just one historical description by the famous father of 

taxonomy. Suppose instead we point to various (stuffed) specimens in museum collections or zoos. 

However a law cannot mention or refer to spatiotemporal restricted particular objects. Alternatively 

we might define the species Turdus migratorius according to its phyletic (i.e. relating to or denoting 

the evolutionary development of a species or other taxon) position within the class of birds. But 

again, this generalisation would be about a particular time interval during which birds evolved here 

on Earth. (p. 39) 
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According to the authors, the concept of a species is also problematic here. One of the most widely 

accepted definitions is the biological species concept by the great evolutionary biologist Ernst Mayr. 

Thus: 

  A species is an interbreeding group of populations reproductively isolated from other such 

 groups.  

According to the biological species concept the species Turdus migratorius can be defined as a group 

of populations of certain birds that interbreed with each other but not with other such groups. 

However this moves our definition back on itself. Where we began asking what makes a particular 

bird a member of the species Turdus migratorius, we are now defining the species Turdus 

migratorius in terms of a larger group of interbreeding populations of a particular bird. Then there 

are other problems with Mayr’s definition. Firstly, it excludes species that reproduce asexually from 

which sexually reproducing species presumably evolved. Secondly, there are numerous distinct 

species that can or do interbreed. There are also some members of the same species that cannot 

interbreed. Given that a species is supposed to be the only objective taxonomic unit it is surprising 

that biologists and philosophers of biology have not arrived at any consensus as to what a species is. 

The authors do not pursue the matter but instead refer the reader to “suggestions for further 

reading” at the end of the chapter. (p. 39 - 40) 

When a species is first described in an academic journal it is given a short description of the 

characteristics that members of that species have in common. Linnaeus’ original description was in 

Latin but the one reproduced by the authors is a contemporary example: 

Physical description 9–11” (23–28 cm). Dark gray to black above; white, broken eye ring. 
Red–orange breast and belly; white undertail coverts. Yellow bill; white streaking on throat. 
Song: rising and falling phrases: cheer-up cheerily. Habitat: found in forests, woodlands, 
scrub, parks, thickets, gardens, cultivated lands, savannas, swamps, and suburbs. 
Diet: worms, insects, and other invertebrates dominate spring diet. Fruits dominate fall and 
winter diet. Ecology: builds nest in shrub or human built structure. Will occasionally nest on 
ground. Forages on ground. May take food from vegetation. Frequently roosts communally 
after young fledge. Reproduction: females incubate 3–6 eggs (usually 4), for 11–14 days. 
Young are tended by both parents, and leave nest at 14–16 days. Female usually produces 
two broods/year. Distribution: breeds from portions of Alaska and Canada, south to southern 
California, southern Mexico, Gulf Coast, and central Florida. Resident in mountains 
of southern Baja California. Winters from British Columbia and northern USA (irregularly), 
south to Baja California, Guatemala, and Gulf Coast. 
(Adapted from http://imnh.isu.edu/digitalatlas/bio/birds/sngbrd/thrush/amro/amro_mai.htm) 

 
In addition to the description, one specimen that typifies the species, the holotype together with 

several other specimens displaying a range of variation, the paratypes, are deposited within a 

museum collection for future taxonomists to consult. Of course if the description is to meet the 

strictures of a law all geographical and temporal references, including those to the type specimens 

will have to be eliminated. Even then, there will be many robins that fail to satisfy one or more of 

the defining conditions. Without having to identify such exceptional individuals, the theory of 

natural selection tells us that a species’ traits vary over time in response to environmental pressures 

such as predation, availability of food resources, disease and parasitic load, and so on. In time, even 

defining characteristics such as having red breast feathers and blue eggs may change. In the case 

that such a evolved bird is still counted as a robin, our putative “law” that robins’ eggs are blue will 

turn out to be just plain false. If, on the other hand, our evolved bird has diverged sufficiently from 
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the ancestral species that it is now classified as a new species of robin, then our putative law might 

not be false but will turn out to have an exceptionally limited domain of application to the existence 

one species in a twinkling moment of geological time. Such a parochial, species-specific “law” is 

contrary to the universality that we want laws proper to express. If we accepted the legitimacy of 

such a “law” we would have to allow for the existence of species-specific laws for every species that 

has ever existed, and there are an estimated five billion of them in the history of Earth alone. (p. 40 - 

41) 

From the above discussion, we can appreciate that the taxonomic objects of biology are not of the 

same sort of objects as those of physics and chemistry. A natural kind is a group of singular objects 

that always share particular qualities (known or unknown). Thus a natural kind designates a “real” 

structure in the natural world as, opposed to an artifact of (human) reasoning, by which researchers 

attempt to explain common sense knowledge with scientific knowledge. (Wikipedia: Natural kind) 

Perhaps the most unambiguous of natural kinds in the physical sciences are the elements of the 

Periodic Table, first set out by Dmitri Mendeleev, on the basis of the observable affinities of 

elements to one another. Mendeleev’s taxonomy of elements differed from any of those that had 

gone before in that modern atomic theory was able to explain the relations among the elements 

know in his time. Moreover, it allowed subsequent chemists to discover hitherto unknown elements 

that occupied the gaps in his original table. (p. 41) 

According to modern atomic theory, there is a set of conditions that are individually necessary and 

jointly sufficient for each atom to be a particular element. E.g. for an atom to be an oxygen atom it 

must have exactly eight protons in its nucleus and this may be expressed as a law of nature. 

Although Mendeleev claimed to have envisioned the arrangement of his table in a dream, its success 

was explained by the fact that each taxon (or element, in this case) was a natural kind, each with its 

own set of essential properties, reflecting a general law. Together these laws related the essential 

properties to one another in a manner that explains the organisation of the taxonomy, in this case 

the Periodic Table.  (p. 42) 

Biological taxa however are not natural kinds, or at least not natural kinds of this sort.  They do not 

have essential properties that make them uniquely of a natural kind. Therefore there can be no strict 

laws about robins or any other species, including humans, for that matter. On the other hand, it may 

be argued that the standard of exceptionless universality applied to the physical sciences is 

unreasonable in the case of biology. Surely we could preface biological generalisations and hence 

biological laws with ceteris paribus (other things being equal) clauses. E.g. “All things being equal, 

normal robins have blue eggs.” According to the authors, the function of the qualifier “normal” in 

this statement is to signal that it is deliberately inexact. Given the complexity and diversity of 

biological phenomena, might we not expect biological laws to be inexact, at least provisionally? In 

the physical sciences, for example, researchers typically hit upon ceteris paribus laws such as, “All 

things being equal, water boils at 100 degrees Celsius” or “Normally, Oxygen atoms have an atomic 

weight of 16 (eight protons plus 8 neutrons)” and so on. Only later are the ceteris paribus clauses 

fleshed out, such as “At an atmospheric pressure of 101,3 kPa, water boils at a temperature of 

exactly 100 degrees Celsius,” or “The most common isotope of Oxygen has an atomic weight of 16.” 

Thus inexact generalisations can made more precise and ultimately turned into exceptionless laws 

by discovering the list of conditions covered ceteris paribus clauses. (p. 42) 
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In the case of biology however, there is no way of increasing the precision of inexact laws about 

species. E.g. I the inexact generalisation, “Ceteris paribus, robins’ eggs are blue”, there is no way to 

enumerate the conditions covered by the ceteris paribus clause that would turn it into an exact law. 

The reasons for this are down to the theory of natural selection. Firstly, consider the notion of what 

is “normal”. It cannot be that “normal” happens to be what is favoured by natural selection. For 

continuously distributed variables such as height, weight or wingspan, what we might be inclined to 

call “normal” is actually the mean of the bell-shaped normal distribution curve for that variable. 

Therefore most, if not all, individuals would not have the mean value for any particular trait. 

Moreover, in a given environment at a particular time, the mean value of a trait such as height may 

in fact be maladaptive if natural selection is favouring a greater or lesser height. Indeed, different 

environments may vary so as to keep the population close to the mean, even when that value is not 

the optimum favoured by natural selection. Thus, apart from the statistical mistake of equating 

“normal” with the mean (and deviations from it as “abnormal”), natural selection does not operate 

so as to favour the de facto mean value of any trait. Therefore, if normal robins lay blue eggs, it does 

not follow that a robin that does not lay a blue egg is “abnormal” in the sense of being maladaptive. 

(p. 42 - 43) 

The more serious problem for the putative existence of inexact laws about particular species is that 

natural section is a reflexive process optimising local adaptations. This makes each species’ 

adaptations the target for selection by all other species that compete with it. Suppose, by way of 

example, that robins have blue eggs because either natural selection favours blue eggs or because it 

favours some metabolic pathway that results in blue eggs as by-product. Alternatively, robins may 

simply have blue eggs as the result of genetic drift. No matter what the mechanism, other organisms 

that prey upon robins’ eggs for food or that parasitize robins’ nests by laying an egg of their own in 

the nest of their unwitting host, will be subject to selective pressure to be able to detect or mimic 

their blue colour respectively. The number and size of such effects on other species’ selective 

environment will be indefinitely large. As such species evolve in response to the presence of robins’ 

eggs in their environment, characteristically blue eggs will become an increasingly maladaptive trait 

for robins which may very well evolve to produce eggs of a more cryptic colouration. The 

circumstances under which this might play out cannot be foreseen or enumerated in such a way that 

would turn the inexact generalisation about robins’ eggs being blue into an exact law. (p. 43) 

However, it could be that such an evolutionary scenario never unfolds. Suppose that an asteroid 

were to destroy all life on Earth, such that during their entire history as a species, robins only ever 

produced blue eggs. Then the generalisation that robins produce blue eggs could no longer be 

falsified by natural selection because by then they would be extinct. But even if robins’ eggs never 

did change colour in the history of the species, it is consistent with the laws of physics, chemistry 

and natural selection that they could have changed, hypothetically. If the asteroid had never hit, or if 

owls became diurnal, or if cuckoos switched from parasitizing finch nest to parasitizing those of 

robins, or if… robins might no longer have continued to produce blue eggs. Therefore a 

generalisation that we have grounds to believe might have been false, yet consistent with natural 

law cannot itself be a natural law. (p. 43 - 44) 

Finally, unlike generalisations about species, natural laws express some sort of necessity, but not 

logical necessity. As Hume pointed out, if we can conceive of a contrary instance to any law then it 

cannot be logically necessary. We cannot call such laws physical necessities because that is a 
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tautology, nor can we call them nomological because nomological simply means “law-like”. Instead, 

we can think of such laws in terms of counterfactual conditionals, such as: “If 𝑃 were the case then it 

would be the case that 𝑄”, where 𝑃 and 𝑄 are ordinary indicative sentences. E.g. “If it rains, then I 

will get wet.” Compare the natural law, “All objects in free fall in a vacuum have a constant 

acceleration”, with the accidental generalisation, “All coins in my pocket are nickel.”  The natural law 

will “support” the counterfactual that, “If the penny in my hand were in freefall in a vacuum, it 

would have a constant acceleration.” However the same natural law will not support the accidental 

generalisation that, “If the penny in my hand were in my pocket, it would be nickel.” Thus relevant 

counterfactuals flow from, or are implied by, natural laws but are not supported by accidental 

generalisations. The difference between supported vs. unsupported counterfactuals is an indication 

that natural laws express some sort of necessary connection between their antecedents and their 

consequents whereas there is no such connection between those of accidental generalisations. Of 

course support for relevant counterfactuals is not what establishes the necessity of natural laws, but 

it is an indication, sign or marker that a relevant general statement is a law. Thus nomological 

necessity is a feature of laws that is revealed in their ability to support relevant counterfactuals. (p. 

44) 

Returning to the observation that, “Robins’ eggs are blue”, we can see that such a generalisation will 

not support counterfactuals. Thus if some non-blue egg that was not a robin’s egg were to become a 

robin’s egg it would not necessarily be blue.  Of course, it might be blue but then it might also be a 

non-blue egg of a mutant robin or one that had been produced by a robin fed on a special diet that 

discolours eggs. The point that the authors emphasise is that the blueness of a robin’s egg is an 

historical contingency, not a necessity and therefore cannot pass as a law. (p. 44 - 45) 

Unlike contingencies, natural laws state and often explain causal relations between types of events, 

states or processes.  They are universal in scope and conditional in their logical form. They may be 

expressed as “If 𝑃 then 𝑄”, where 𝑃 and 𝑄 are facts (true statements) that may obtain anywhere or 

at any time. Alternatively they may be express as “All 𝐹’s are 𝐺’s”, where 𝐹 and 𝐺 are properties 

such that anything that has the property 𝐹 will, or will eventually, come to have the property 𝐺. The 

universal form of natural laws reflects our belief that they state fundamental or derived truths about 

the underlying organisation of nature that operates the same way at all times and places.  For this 

reason, we rule out putative laws that refer to specific times, places or things. Thus a causal 

statement such as, “The Titanic was sunk by an iceberg’ is indeed true, but it is not a natural law. On 

the other hand, that it was sunk by an iceberg is rendered true in virtue of actual laws of nature that 

do not mention specific vessels or icebergs. Similarly, although (American) robins’ eggs are in fact 

blue but there are no laws of nature linking robins to blue eggs, although there are surely numerous 

laws of nature (probably mostly chemical) that underlie and could potentially explain the 

generalisation. (p. 45) 

What makes natural laws explanatory is not their universality, for there are many accidental 

universal generalisations, rather it derives from the special necessity they bear, reflected in their 

support of counterfactual conditionals. E.g. “If this rubber rod were made of copper, it would be a 

good conductor.” According to the authors, we now have a kind of litmus test by which to assess 

whether a putative law is in fact one: 
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1. Is the putative law a true universal conditional that makes no mention of specific places, 

times or things? 

2. Is the putative law a contingent statement, the denial of which is conceivable, as opposed to 

a definition or the consequence of definitions that cannot report causal relations? 

3. If the putative law is true only because of a ceteris paribus statement, can we expect to 

narrow the range of its exceptions by empirical means? 

4. Does the putative law support counter-factual conditional statements? 

If the answer to all these questions is “yes” then we have a genuine law. To this the authors add an 

additional feature that scientific laws require relatively few observations for us to have confidence in 

them compared to accidental generalisations. Just a handful of demonstrations, are usually sufficient 

to convince us of the operation of a naturally lawful phenomenon, so long as they are sufficiently 

improbable to have been the outcome of chance. (In particle physics, for example, the required 

confidence level of 5-sigma is equivalent to a 𝑝-valve 3 x 10-7 or about 1 in 3.5 million that the result 

was not due to chance.) The demonstration of an accidental generalisation however requires a much 

more extensive and piecemeal examination of cases before we are provisionally convinced. 

According to the authors, this difference in confidence  is due to the kind of necessity that we 

attribute to natural laws and our expectation that relatively few demonstrations of such laws will be 

representative and not special in any way. (p. 45 - 46) 

Models in biology: Mendel’s laws, Fisher’s sex ratios, the Hardy–Weinberg equilibrium 

Mendel’s classic hybridisation experiments with pea plants, first published in 1866, form the basis of 

the curriculum of genetics, beginning in high school and continuing on into university. An excellent 

and accessible summary of these experiments can be found at Wikipedia: Mendelian inheritance. 

From his observations Mendel hypothesised three “Laws of Inheritance”, namely the laws or 

principles of segregation, independent assortment and dominance. Mendel had the foresight to 

begin his cross pollinations using only plants that were true-breeding i.e. those that always pass 

down certain phenotypic traits to offspring of many generations. Secondly, he chose to examine only 

binary traits such as colour, shape, and position of the seeds, rather than quantitatively variable 

characteristics. Thirdly, his method of data analysis and large sample size gave credibility to his 

findings. Finally, and fortuitously, the genes for the traits that he first studied were not located 

closely on the same chromosome, therefore they assorted independently. 

Genetic linkage, which is the tendency of closely located DNA sequences to be inherited together 

during meiosis represents the most prominent exception to Mendel’s law of independent 

assortment. Once this and other exceptions were discovered Mendel’s second law could at best be 

regarded as a rough and ready generalisation. Similarly, geneticists now know of cases where 

segregation is unequal, i.e. where one of two alleles is preferentially transmitted to the next 

generation. One example is the so-called segregation distorter alleles that are present in more than 

half of the functional gametes. 

Clearly then, Mendel’s principles can no longer be regarded as laws, however that does not mean 

that they are no longer important in biology. We can still use them to make predictions, however 

when those predictions fail we have to appeal to more fundamental biological mechanisms. In the 

case of Mendel’s laws these underlying mechanisms relate to the normally orderly process of 
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meiosis and other aspects of cellular biology. It is tempting therefore to regard the operations of 

biological laws as residing at this fundamental level of biomolecular machinery. Indeed, the 

operation of such processes explains both Mendelian generalisations and their exceptions. (p. 47) 

The authors however are not convinced and their reasons stem from Darwinian Theory.  

Accordingly, the processes of meiosis, segregation and assortment, including other features of 

organisms such as genes, chromosomes and sexual reproduction are as much the result of terrestrial 

evolutionary history as are speciation and extinction events. Furthermore, if natural selection is 

operating on other planets in other solar systems then we have every reason to believe that it will 

involve the differential survival of replicators and survival machines; however we have no reason to 

suppose that they will reproduce by meiosis or that their biochemistry or physiology will resemble 

anything like that on Earth. (p. 47) 

Rather than denying that there are biological laws, some philosophers of biology have argued that 

there are indeed biological laws but that these are fundamentally different from those of physics 

and chemistry. These philosophers and biologists appeal to principles such as the Hardy–Weinberg 

“law” or Fisher’s “sex ratio model” and the role they play in biological explanation, which are quite 

unlike those of the causal laws of the physical sciences. (p. 47) 

Recall our earlier statement of the Hardy-Weinberg law: “In an infinite, randomly mating population, 

and in the absence of mutation, immigration, emigration, and natural selection, gene frequencies 

and the distribution of genotypes remain constant from generation to generation.” Given that the 

conditions are satisfied, it is only a matter of elementary algebra to deduce that, if in generation 1 

the proportion of allele 𝑃 in the papulation is 𝑝 and the proportion of allele 𝑄 is 𝑞, then the ratio of 

genotypes 𝑃𝑃, 𝑄𝑄 and 𝑃𝑄 in the next generation will be 𝑝2, 𝑞2 and 2𝑝𝑞 respectively. According to 

the authors, Weinberg was a physician (an applied biologist) but Hardy was a mathematician who 

claimed to be embarrassed that the “law” should bear his name, given that it was nothing more than 

“a trivial mathematical deduction.” In that sense the Hardy-Weinberg “law” has no more empirical 

content than any other trivial algebraic expression or definitional truth. (p. 47 - 48) 

Definitionally necessary truths, such as “All bachelors are unmarried,” recall cannot describe 

contingent causal connections, nor do they have any explanatory power. Neither can they support 

counterfactuals and so cannot be natural laws. If the Hardy-Weinberg law really is a law of biology it 

will have to do some explanatory work despite its status as a mathematical deduction or tautology. 

Given that it is true a priori, unlike biological knowledge which is acquired a posteriori by 

experimentation and careful observation; it cannot be a law – at least not an empirical one. (p. 48 -

49) 

Nevertheless, the Hardy-Weinberg “law” might feature in some biological explanations. Suppose 

that we discover a population in which genotype frequencies remain constant over a period of time. 

Are we justified in inferring from the law that its four antecedent conditions obtain in this 

population? It could be that they do, however it could also be that one or more do not obtain but 

that the net effect is such that they balance each other out. It could be, for example, that there is as 

much emigration as immigration in groups that have the same allele frequency. Alternatively, there 

could be mutation but that natural selection counteracts this by selecting against mutants. The 

authors even propose an unlikely, but possible, scenario where there is non-random mating, but 
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that the offspring of assortative mating emigrate. There may even be some unknown combination of 

factors keeping the genotype ratios constant. (p. 48) 

On the other hand, we may discover a population in which the genotype frequencies are changing 

over time. Are we justified in inferring from the law that one (or more) of its four antecedent 

conditions does not obtain in this population? Only if the four antecedent conditions are the only 

factors that can change the genotype frequency in a population, and there are surely others. Even if 

there are no other factors, such a claim goes beyond the Hardy-Weinberg “law”. Indeed, it is a much 

stronger claim, which is neither mathematical, tautologous, nor a definitional truth. The claim that: 

“Whenever genotype frequencies change in an infinitely large population, the only cause will be 

some combination of changes in immigration or emigration, mutation, random mating, or natural 

selection,’’ is a fundamentally different “law” or candidate law. So while the Hardy-Weinberg “law” 

allows us to compute genotype frequencies directly from gene frequencies using algebra alone, the 

modified explanatory form which identifies causes of change in gene frequencies is a contingent, a 

posteriori one. (p. 48 - 49) 

The Fisher’s sex ratio model is another example of mathematical or logical truth about a biological 

ratio that does not pass muster as a law. Fisher’s sex ratio model is used to explain why, in almost all 

sexually reproducing species, the ratio of females to males is 1:1. According to the authors, the sex 

ratio model is so called because of two features: (i) a number of initial assumptions, which may or 

may not be true for any given sexually reproducing species, and (ii) a derivation by logic alone that 

the sex ratio is 1:1. Note that Fisher’s model is in fact an idealisation because not only might the 

assumptions not be true for a given species, but some of them cannot be absolutely realised by any 

species. The assumptions are as follows: an infinite large population of randomly mating individuals; 

and an individual heritable trait for giving birth to disproportionately more females or males. The 

reasoning goes that, if, in any generation, there are more males to females, then those individuals 

with the trait for producing more female than male offspring will be reproductively fitter, and hence 

will have disproportionately more female offspring with the same reproductive trait. Because of the 

fitness of this trait it will spread in the population until there are more females to males. At this 

point the heredity disposition to produce more male offspring than females will become fitter. This 

state of affairs will oscillate until the sex ratio reaches a dynamic equilibrium of 1:1. (p. 49)    

Under some conditions the same mechanism can produce a sex ratio that is the result of one sex 

being permanently favoured over another. In most sexually reproducing species the female has a 

limited number of ova, while the male has comparatively unlimited number of sperm. Therefore one 

male can potentially fertilise the ova of many females, but not vice versa. Consider a species such as 

the parasitic wasp, Nasonia vitripennis, in which the female controls the sex ratio of her offspring 

and in which the offspring mate with one another before dispersing into the larger population. From 

the maternal “gene’s eye” perspective, producing proportionately more daughters than sons insures 

that they are represented in more grand-offspring than if the sex ratio were equal or reversed. 

Hence among such species, natural selection favours a strongly female-biased sex ratio. (p. 49 - 50) 

Among modern humans the sex ratio is not 1:1 but 1.05:1 i.e. about 1.05 males to every female. This 

does not negate Fisher’s model because it is a mathematical truth or the outcome of a logically valid 

argument, impervious to factual contingencies. The reason that the Fisher model is not exactly 

applicable to modern humans is instructive. It turns out the males of our species between birth and 
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sexual maturity have a 5% higher rate of mortality than females; therefore in order to yield a net 

ratio of 1:1 natural selection favours a slight bias of 1.05:1 males to females. (See the discussion of 

“in order to” teleological statements in Classic Text 22.) (p. 50) 

So while the Fisher sex ratio model is always true a priori, there are some cases to which it applies 

and others to which it does not, and these are matters of empirical fact which are no more laws than 

“robins’ eggs are blue.” Of course, we may be able to construct a more general model which 

accommodates such factors as pre-reproductive mortality that applies to species such as modern 

humans to which the original Fischer model does not apply. We may even be able to construct a yet 

more general model which accounts for sibling mating to accommodate species with highly female-

skewed sex ratios, but even such a model would not be a law. (p. 50) 

As the authors point out, all of these models are necessary truths; however they have an empirical 

component that gives them a role in explaining the sex ratio of a species. That component derives 

from the a posteriori fact that they satisfy the assumptions of the model. Once it is established that 

the assumptions are satisfied, it is only a matter of logical deduction that model’s implications are 

guaranteed to be true. In reality, no population or species ever entirely satisfies the assumptions of 

ether the Hardy–Weinberg law or Fisher’s sex ratio model. There is always some emigration or 

immigration, some mutation and some non-random mating. More seriously, no population or 

collection of interbreeding populations is ever infinitely large; indeed some may be quite small. At 

best we can say that a population whose reproductive outcome we wish to predict approximates to 

the assumptions of a model closely enough for our purposes. However “closely enough for our 

purposes” is very much a relative notion. If the outcome of our prediction is a matter of life and limb 

we will demand a very close approach to the asymptotic limit of an infinite population. If, on the 

other hand, our purpose is simply to produce an outcome that is an approximation of the ideal 

model, our standards will be less exacting. (p. 50 - 51) 

In this respect biological models are just like those of the physical sciences. The ideal gas model for 

example explains why the behaviour real gasses approximate to the ideal gas law, 𝑝𝑉=𝑛𝑅𝑇, even 

though no real gas precisely meets the model’s assumptions of comprising of molecules that are 

point-like, infinitely elastic and unencumbered by intermolecular forces. The difference between 

biological models and physical models appears to be the way in which they are developed. Physical 

models begin with highly idealised assumptions within a limited domain of application. These 

models are then incorporated into more general theories in which the idealised assumptions are 

relaxed and the domain of application broadened. The aim is to construct theories composed of laws 

about real systems that support and explain why the idealised models work approximately when 

they do, and when and why there are notable exceptions. According to the authors, biologists 

generate a wide range of models and sometimes work toward generalising them, as is the case with 

the Fisher model. However they do not pursue general laws that would potentially support them. 

Perhaps this is because biologists do not require such laws or because they have already discovered 

the underlying principles that explain almost all biological phenomena, with notable exceptions. 

Fitness and the principle of natural selection 

To recap, we have good reason to be sceptical about the existence of laws about individual species 

or even higher taxa. However, there are broader generalisations about all or most species covering 
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the history of life as we know it. The nineteenth century biologist Karl von Baer proposed one such 

generalisation based on his observations of embryos across a wide variety of species. In revised 

form, the generalisation states that during the development of a species, from embryo to adult, it 

progressively diverges from developmental pathways followed by its evolutionary relatives, with the 

result that early embryonic stages are shared by larger groups of more distantly related species 

while later stages are shared by smaller, more closely related subgroups. E.g. All vertebrates pass 

through a common embryological stage known as the pharyngula stage (following the blastula, 

gastrula and neurula stages.) Characteristic of pharyngula stage is the appearance of branchial 

grooves matched internally by a series of paired gill pouches, which in fishes eventually meet to 

form gill slits. In other vertebrates, the grooves and pouches eventually disappear or, in the case of 

humans, are incorporated as the auditory canal and Eustachian tube respectively, separated only by 

the tympanic membrane. More generally, according to von Baer, more distantly related species’ 

development becomes progressively divergent. Thus, where fish develop fins, tetrapods develop 

limbs. (p. 51) 

Note that von Baer’s did not claim that mammalian development is simply a continuation of fish 

development or that mammals pass through several embryological fish stages up to the adult form 

and then continue onto more characteristic mammalian development. This later claim was made by 

the 19th Century biologist Ernst Haeckel, whose “biogenic law” is summed up by the phrase 

“ontogeny recapitulates phylogeny.” See diagram below. 

 

Comparison between Haeckel and von Baer’s Embryological Theories – Von Baer denied any recapitulation of 

adult forms, though individual structures may be recapitulated. (Source: Wikipedia: von Baer's laws) 

 
Haeckel’s law has since been roundly refuted, while von Baer’s law is still widely accepted today, 

with notable exceptions. Von Baer’s law is of interest, not just to embryologists, but to evolutionary 

theorists too as it is potentially explicable as a consequence of natural selection. Because 

development is a cumulative process with later stages building on the outcome of earlier ones, 

variation in early development is more likely to negatively impact the fitness of organisms, 

compared to variation in later development. Thus any variation in the early stages of development 
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will affect all later stages of development “downstream” to the variation, while later developmental 

variation will have fewer such effects. Analogously, variations in the foundation of a building are 

likely to have more numerous and serious consequences for the entire structure than later 

modifications to the windows, say. (p. 51 - 52) 

As a result of cumulative development, natural selection can be expected to favour mechanisms that 

reduce the likelihood of variation occurring early in development. The effect of such canalisation, 

(i.e. a measure of the ability of a population to produce the same phenotype regardless of variability 

of its environment or genotype,) is that early development across groups should be more conserved, 

and that is just what we see. Suppose that this or any other general patterns in evolution that relate 

to adaptation can be understood as a consequence of natural selection. Recall that in explaining 

adaptation, natural selection seems to be the only game in town. (See Classic Text 22) Therefore it is 

not unreasonable to expect that any observed pattern in evolution should be the outcome of, and 

explicable by, natural selection. If so, the next obvious question is whether natural selection is itself 

a law, or perhaps the only law, of adaptive evolution. (p. 52) 

Here the authors offer a schematic version of the Darwin’s theory of natural selection as set out in 

the first edition of his On the Origin of Species. Thus, 

1. Reproducing populations increase exponentially. 

2. The capacity of any region to support any reproducing population is finite. 

3. Therefore, there will always be a struggle for survival and reproduction among competing 

populations. 

4. Also, there is variation in the fitness of members of these populations and some of these 

variations are heritable. 

5. Therefore, in the struggle for survival and reproduction, the fittest variants will be favoured 

and will survive and have more offspring. 

6. Therefore, adaptive evolution will occur. 

Note that the theory set out this way is a short series of arguments, with one conclusion following 

the other. Very little by way of empirical evidence is required other than the recognition that 

reproduction is potentially exponential, survival is limited and that there is some degree of heritable 

variation in the ability to survive and reproduce. The argument is also compellingly simple. Indeed, 

Thomas Henry Huxley’s reaction to reading the Origin of Species was: “How stupid of me not to have 

thought of that.” Notice also, in its argument form, the law-like structure of Darwin’s theory is easy 

to appreciate. Statement 5 is at the heart of the argument. Whenever the factual conditions in 

statements 1 to 4 obtain, then according to the theory, 5 will also be true. Statement 5 embodies 

what has come to be called the “principle of natural selection” or PNS for short. Accordingly, 

PNS: For any two individuals, 𝑥 and 𝑦, if 𝑥 is fitter than 𝑦 in environment 𝐸, then probably, 𝑥 

will have more offspring than 𝑦 in 𝐸. 

This statement of PNS assumes that we have a have ready definitions for the terms ‘fitness’ and 

‘probability’; however this is controversial. E.g. According to some, the theory requires a definition 

of ‘fitness’ or more specifically ‘relative fitness’ under which the theory of natural selection as a 

whole renders the PNS true by definition. In which case, PNS has no more causal or explanatory 

power than those logical or mathematical models already discussed. (p. 52 - 53) 
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Equally problematic, if biologists choose to operationalise relative fitness by measuring differences 

in reproduction then the meaning of the words, “𝑥 is fitter than 𝑦” are associated with “𝑥 has more 

offspring than 𝑦”. Substitute this association into the PNS and the result is a tautology that conveys 

no information, thus   

For any two populations, if 𝑥 has more offspring than 𝑦, then, probably, 𝑥 has more offspring 

than 𝑦. 

Moreover “probably” in this expression appears to have no function. It would still be tautologous 

and devoid of information if we simply left it out. (p. 53 - 54) 

One dismal conclusion form such considerations is that on this definition of fitness, the theory of 

natural selection is unfalsifiable – there is no evidence that could disconfirm it, not even potentially. 

Euclidian geometry, for example, is unfalsifiable because it is an axiom based system, taking no 

factual evidence into account. The fact that an astronomer might measure the internal angles 

between three stars and come up with a sum that is other than 180o is no indictment of Euclidian 

geometry. It simply shows that in that region of space Euclidian geometry does not apply. The same 

is true of mathematical models such as Fisher’s or the Hardy-Weinberg “law.” By contrast, the 

hallmark of a scientific theory is that is falsifiable. It must be possible that some experimental or 

observational data could lead to its refutation. (See Classic Text 09 and Critical Reasoning 12) 

According to the authors, “Theories that are unfalsifiable by any imaginable data rule out no course 

of events at all and so cannot explain a course of events that actually does happen.” (p. 54) 

Suppose relative fitness were to be operationalised, as above. All else being equal, even if short-

necked giraffes started having more offspring than their long-necked conspecifics such that over 

time the average length of giraffe necks were to decline, the theory of natural selection would 

remain untouched. The increase in numbers of offspring with short necks would, by 

operationalisation, equate to an increase in fitness of these giraffes and so would not refute the 

theory. In other words, by operationalising fitness as a relative rate of reproduction of, say, 𝑥 

compared with 𝑦, no change in the relative population proportions of 𝑥 and 𝑦 could ever falsify the 

theory, hence its failure to be scientific. (p. 54) 

One response by evolutionary biologists is that operationalising fitness as a head count of offspring 

is simplistic. Fitness is context specific and that context is the environment in which organisms find 

themselves. Thus, it could be fitter to have fewer offspring during a lean season and more in an 

abundant period. Similarly, fitter could be having more offspring of one sex depending on the 

current sex ratio of the population. Another way of operationalising fitness is to invoke the notion of 

environmental “design problems” or “design spaces” discussed in Classic Text 22. If we view 

adaptation as a solution to a metaphorical “design problem” created by the environment, then “𝑥 is 

fitter than 𝑦” is just shorthand for “𝑥 solves an environmental design problem better than 𝑦.” 

However, as the authors point out, although this restatement of fitness has some intuitive 

advantages, it is beset with many practical difficulties. (p. 55) 

Firstly, for any given environmental design problem e.g. camouflage, thermoregulation, immunity or 

nest building, how do we quantify which of two organisms is better at solving the problem? One 

answer might be: count the offspring. However, we have already seen how that answer is not 

generally adequate. Secondly, how do we compare the success of two given organisms, each solving 
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a different environmental design problem? Suppose that one zebra is better at outrunning lions and 

repelling tsetse flies while another is better at hiding in the long grass and conserving water. It is 

hard to say which is fitter because the challenges are incommensurable, so again we may decide to 

fall back on counting offspring. Thirdly, it is very difficult to quantify how many unique 

environmental design problems an organism faces. E.g. are thermoregulation and water 

conservation two unique problems or different aspects of the same challenge in the hot savanna? 

So, if we cannot even enumerate the number of environmental design problems an organism faces, 

it will be impossible to aggregate them into some overall directly measurable operationalisation of 

fitness. (p. 55) 

We have been at pains to talk of operationalisations rather than definitions of fitness because unless 

a concept can be operationalised, it cannot figure in a potentially falsifiable statement. As the 

authors point out, physicists and chemists have a half-dozen or more ways of operationalising and 

measuring heat; however all the alternatives should be operationalisations or measurements of the 

same property and reducible to the same units. On the other hand, the problem with the relation“𝑥 

is fitter than 𝑦” is that fitness does not seem to be a unitary or constant phenomenon that can be 

operationalised or measured in alternative ways under different circumstances. (p. 55 - 56) 

One way around this is to adopt a “probabilistic propensity” definition of fitness. Recall that a 

propensity, capacity, disposition or ability trait such as brittleness (discussed by Armstrong in Classic 

Text 11), need not manifest under all conditions. Thus, brittle objects do not break unless struck. Yet 

we are quite comfortable explaining why, say, a glass broke by citing its brittleness, i.e. its propensity 

to break when struck. Before the advent of materials since in the 20th Century, we had no idea why 

some materials are brittle and other robust. Since then we still invoke the concept of brittleness but 

it is difficult to define except through its effects, thus “If 𝑥 is brittle and 𝑥 is struck, then it will break 

apart.” This “definition” is problematic because some brittle objects do no break apart when struck. 

We would need to quantify the force (and sometimes just the right angle) with which an object is 

required to be struck before falling apart. Propensities, in ordinary parlance, have an inevitable 

vagueness about them but there are some that feature in the physical sciences that are quite 

precise. Consider electrical resistance, measured in Ohms. A resistor will not evince measurable 

resistance unless an electrical current is passed through it. Similarly, temperature or average heat or 

thermal energy of the molecules in a substance is measured by its effects on liquids such as mercury 

or alcohol enclosed in a glass thermometer. And then there are some propensities which are 

probabilistic. A pair of dice has a 1 in 36 chance of coming up snake eyes per toss. (p. 56) 

So perhaps we can operationalise fitness as follows: 

If 𝑥 is fitter than 𝑦 in environment 𝐸 then 𝑥 has the probabilistic propensity to leave more 

offspring than 𝑦 in 𝐸. 

In this form, it is a matter of contingency that in any generation the fitter of any two organisms 

actually leaves more offspring. Given that the probable outcome is not always the actual outcome it 

is possible that in some fewer generations the less fit of two organisms will actually have more 

offspring. Unfortunately, this operationalisation faces two problems. Firstly, it is incompatible with 

some evolutionary processes. In the so-called grandmother effect, in certain environments, natural 

selection does not simply select for the organism with the most offspring but instead selects for the 
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one that leaves the most grand-offspring. This is easily rectified in the above formulation by 

substituting the word “offspring” with “descendants.” The authors propose that: “𝑥 may be more fit 

than 𝑦 if it has a probabilistic propensity to leave more descendants on a short timescale (e.g. 

offspring), while 𝑦 may be more fit if it has a propensity to leave more descendants on a long 

timescale (e.g. great-great-great-grand-offspring).” On this reading, fitness is taken as a timescale 

relative property. It may also be necessary to take account of, not just the propensity to leave an 

average number of offspring per year, but also of the variance in this propensity, because even when 

the former is the same, differences in the latter can result in significantly different numbers of 

offspring in just a few generations. (See Brandon, 1990 for details.) (p. 56 - 57) 

A more serious issue arises if we insert the “probabilistic propensity” definition of fitness into the 

PNS statement above. Thus, 

PNS + propensity definition: If 𝑥 has a probabilistic propensity to leave more offspring than 𝑦 

in environment 𝐸, then, probably, 𝑥 will leave more offspring than 𝑦 in 𝐸. 

As it stands, this modified statement appears to be a trivial unfalsifiable tautology with no 

explanatory power. However its apparent triviality hinges on whether the terms “probabilistic 

propensity” and “probably” mean the same thing in the context of the definition. According to the 

authors, there are several definitions of probability, some of which might render the PNS + 

propensity definition contingent. On the other hand, the probabilistic propensity definition of fitness 

is just as difficult to operationalise as the “design problem solution” above. The challenge is to 

operationalise the probabilistic propensity of a species to leave descendants without reference to 

the actual number descendants it leaves. (p. 57) 

According to some, there is no there is no obstacle to treating the probabilistic propensity and 

design problem views of fitness as operationalisations of a general concept of fitness as probabilistic 

propensity. In principle, biologists could understand the design aspects of survival and reproductive 

success sufficiently to arrive at the correctly qualified probabilistic propensities for each evolutionary 

process by estimating the relevant probabilistic propensity from empirical data. And if there is no 

theoretical obstacle to doing so then there should be no theoretical obstacle to falsifiably testing 

Darwin’s theory. (p. 57) 

According to others however, if we insist on laws like those in the physical sciences, then such 

problems are inimical to the search for a PNS law in biology. For them we need to completely 

reconsider the theory of natural selection and its components in a way that does not simply recast 

into the mould of physical science. (p. 58) 

Darwinism as a historical research program 

A number of philosophers of biology have rejected the search for biological laws as deeply 

misconceived, neither because there is no theory of natural selection nor less because Darwinism is 

“unscientific.”  Instead, they reveal that not all sciences proceed in the same way and that some, 

such as biology, do not require their own “proprietary” laws for explanation and prediction. Biology 

is eclectic, “borrowing” laws from other sciences, employing mathematical models where they shed 

light on particular processes and offering methodological recommendations about how to elucidate 

biological phenomena. Biology does not aspire to meet the standards of laws in the physical sciences 
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because the objects of its inquiry, such as cells, organisms and species, are not of the same kind as 

those of the physical sciences, such as electrons, atoms and conductors, which are conducive to high 

levels of generalisation and abstraction. (p. 58) 

Elliott Sober, for example, has emphasised the historical nature of Darwinism, adopting 

Dobzhansky’s title of his 1972 presentation, “Nothing in Biology Makes Sense Except in the Light of 

Evolution” as exemplifying the historical character of all biology. Indeed, biology is replete with local 

and temporary properties, naming particular places, times, or things. This is no defect since these 

particulars distinguish the historical, contingent nature of life on our planet. According to the 

authors, “Darwin’s great insight was twofold. First, life on this planet is a branching tree of descent, 

and second, the adaptive characteristics of all living things on this tree are in large part the result of 

a natural selection process.” These insights take into account the local and temporary nature of 

organisms and their characteristics. They also justify the eclectic and context dependent quality of 

biological research that involves appropriating a great deal of physical, and sometimes social science 

as well as mathematical models and statistical techniques. The aim however is not to construct 

special or general biological laws in the philosophical sense described in the first section, above. (p. 

58) 

The myriad case studies in which Darwinian Theory has been exploited and its explanatory strategies 

vindicated demonstrates that is neither vacuous not trivial. Karl Popper however charged Darwinism 

with being unfalsifiable. According to the authors, Popper never did retract that charge but he did 

eventually concede that being unfalsifiable does render it a pseudo-science such as astrology or 

homeopathy. Instead, he argued that Darwinism is a “metaphysical research program” with a set of 

methodological rules guiding biological research that are not justified by any particular body of 

evidence but by all biological evidence. Indeed, the same argument seems to show that random 

variation and selective retention are “the only game in town” by which to explain adaptation in 

nature. (p. 58 - 59) 

Although this research program does not translate into a specific set of laws unique to biology, the 

“mechanism” of random variation and selective retention is an instance of what that Daniel Dennett 

(1995) calls a “substrate-neutral algorithm”. An algorithm may be defined as “a process or set of 

rules to be followed in problem-solving operations.” Usually, we think of an algorithm as a fixed 

number steps to be followed in solving a mathematical problem, such as addition or multiplication. 

Such an algorithm can be implemented in many ways by hardware as diverse as abacuses, adding 

machines or personal computers without interpretation, thought or judgement. Even trees, as they 

grow, can implement an algorithm, laying down one light and on dark growth ring every year. Of 

course human brains can also consciously implement an algorithm, such as when performing a quick 

mental calculation. If many different physical systems can implement the same algorithm then we 

call it a substrate-neutral algorithm. Identifying the physical process implementing an algorithm 

might reveal a mechanism for producing the same output for a given input every time; however, it is 

not the same as identifying its purpose, end or goal, if any. Consider the algorithm implementing 

Ohm’s Law: “Take the potential difference across a resistor (𝑉) and divide it by the resistance of the 

resistor (𝑅). The result is the current (𝐼) flowing though the resistor.” I.e. 𝐼=𝑉 𝑅⁄ . As the authors 

point out, electrical circuits composed of diverse materials were mindlessly implementing the 

algorithm 𝐼=𝑉 𝑅⁄  before anyone realized they could be used as (analog) computers to do simple 

division. (p. 59) 
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That random variation and selective retention is a substrate-neutral algorithm is easy to grasp. Many 

different physical systems from self-replicating stretches of DNA or RNA to reproducing organisms or 

species implement natural selection. At a given time, Darwinian evolution takes any number of such 

lineages as inputs and yields as a probabilistic output, those lineages with the highest probability of 

leaving descendants in the future. Of course, the precise biochemical pathways by which natural 

selection is implemented in each particular case are complex and diverse, being a function of the 

way the mechanism works, the time taken and the environment in which the replicators find 

themselves. Thus, each lineage plus its environment is the mechanism that implements the 

algorithm. (p. 59 - 60) 

The authors raise one, not very serious, objection to the idea that natural selection might not be 

implementing an algorithm, i.e. that its “output” is neither an event, state or process but rather a 

series of probabilities, each representing a number of different outcomes.  That algorithms can be 

probabilistic is no objection; after all, they are routinely used in encryption, gambling and 

simulations. Therefore, we should not be surprised that nature has implemented them as well.  (p. 

60) 

The idea of natural selection as a substrate-neutral algorithm has several advantages. Firstly, it can 

delimit the scope of biology in accordance with Dobzhansky’s “dictum,” while dismissing the search 

for special biological laws as futile. Consider a simple algorithm such as addition: There is no handful 

of laws of nature that permit a system to perform addition. Both trees via their growth rings and 

super-computers via their microchips accomplish addition and yet they have nothing physically in 

common. Similarly, there is no reason to suppose that all systems implementing the random 

variation and selective retention algorithm should do so in virtue of the same “laws” of biology or 

any other science, hence its substrate-neutrality. (p. 60) 

Although there will be many physical systems each implementing the algorithm, there will be a 

research program driven by the search for the detailed mechanisms underlying each case of 

biological interest. Of course, it will not be possible to identify the exact features in every case. Some 

will prove too complex for our present understanding, others may be extinct, yet others may take 

too much time on the human scale. But these represent test of creativity and ingenuity on the part 

of researchers, not counter-evidence against the existence of general principles in biology. (p. 60) 

Each of these successful searches will reveal components of the theory of natural selection and 

some of these may be grouped together with those implementing other algorithms as well. 

Mathematical models such as the Hardy-Weinberg “law,” Mendel’s “laws,” or Fisher’s sex ratio 

model might represent one such grouping. Despite the heterogeneity of systems implementing the 

natural selection algorithm, we would expect there to be some features in common, especially if 

they are related by ancestry and descent. According to the authors, “Darwin’s great insight was that 

biology is a historical science, a science that illuminates natural history in part by showing how it 

implements the Darwinian algorithm.” (p. 60 - 61) 

Although the “random variation and selective retention” algorithm is probably a necessary truth and 

thus unfalsifiable, we are familiar and comfortable with the unfalsifiable algorithms of arithmetic, 

such as addition – they give meaning to the operations they are named for. Similarly, the PNS may 

be the only generalisation we can make regarding fitness, with one of the central empirical tasks of 
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evolutionary biology being to demonstrate how different biological systems implement fitness 

differences. (p. 61) 

Treating natural selection as an algorithm, with no limit on the number of implementations and no 

requirement on anything else in common, solves a lot of theoretical and practical problems, 

including its relation to the rest of biology and physical science; however it raises one further 

problem. If natural selection is an algorithm that applies universally, explaining all adaptation 

wherever and whenever it occurs, and if it is the only algorithm that can do so, then it would seem 

to be a law. Alternatively, it would seem that there is a law that the algorithm operates universally, 

but this was the conclusion we were at pains to avoid when we denied that there were laws of 

evolution. However we can reconcile these seeming contradictory conclusions by recognising that 

whenever the algorithm is implemented it is achieved by physical processes and hence reflects the 

operation physical law, albeit derivatively. (p. 61) 

 Lastly, and more radically, some cosmologists have proposed that the very laws of the universe are 

not timeless but have changed over cosmic evolution, especially over the first moments after the Big 

Bang, but also more gradually since. They also propose that some of the physical constants might 

not be so constant, also varying subtly over time and possibly even space. These predictions cannot 

be dismissed out of hand because they are testable, even if they have not been supported so far. Lee 

Smolin (1997) has gone one step further in proposing a process of cosmological natural selection by 

which collapsing black holes cause the emergence of new universes on the “other side” whose 

fundamental constants vary slightly from the universe from which it was spawned. “Fecund” 

universes whose fundamental constants favour the formation of stable matter and ultimately black 

holes will therefore leave more decedent universes analogous to models of population biology. 

Unfortunately this idea is unfalsifiable at present. 

What is philosophically interesting is the possibility that laws of physics themselves may be evolving 

so that there may be no universal spatiotemporally invariant “laws” at all. Physics may then prove to 

be an historical science, subject to initial conditions, dates and locations, more like biology. 

According to the authors, “The absence of fundamental fixed laws in physics would not so much 

absolve biology of the need to seek explanatory laws as it would undermine explanation throughout 

the natural sciences.” (p. 62) We agree with the former but disagree with the latter. So long as we 

do not attempt to extend biology to a cosmic scale, biological research should be business as usual. 

Should we discover that a complete overhaul the physical sciences is required it would probably be 

at the scale of the sub-atomic on the one hand or the cosmic on the other hand. Alternatively, we 

may have to revise our ideas about the very earliest moments after the Big Bang or long after the 

universe has become inhospitable to life. Life simply does not exist at either scale; therefore there 

can be no biology at the sub-atomic level or at the very beginning of the universe or after the last 

star has been extinguished. 

Task 

Is the lack of physics-like laws of nature with biology really an impediment to its functioning as an 

effective science? What about other historical sciences usually gathered together under the 

umbrella of “Natural History” such as geography, geology, archaeology and anthropology? What 

about modern psychology? 
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Feedback 

We believe it is a mistake to try and press biology or any of the sciences of Natural History into the 

mould of physics. The physical sciences such as physics and chemistry occupy a domain that is 

universal and at a level of precision that is unrivalled. It is not surprising that many scholars in other 

disciplines aim to model their research methodology along the lines of the physical sciences in the 

belief that they will identify fundamental concepts and achieve superior levels of mathematical 

precision. This attitude has been referred to as “physics envy” and it used derisively, with we believe 

some justification. The philosophical “problems” in this chapter are only problematic if we try and 

make the historical and local sciences timeless and universal. This is true of all of Natural History and 

of the behavioural sciences which are necessarily species specific.  Besides which, we have already 

seen in Classic Text 16 that there are good reasons to believe that there are no psychophysical laws. 

And without such “laws” psychology could never aspire to be like physics, even though in practice its 

contemporary research methodology is highly quantifiable, where appropriate. 
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